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1.0  SUMMARY
The Particulate Mechanics Meso-scale Diagnostics (PMMD) project was to develop multiple, 
small-scale experimental techniques to measure statistically-expressed, length/time-scale- 
dependent meso-scale code validation data associated with high-pressure/rate conditions in 
particulate and granular media.  These conditions are generated by the high-speed (10-1,500 m/s) 
impact of right-circular cylinder, hemi-nose cylinder, or spherical projectiles into specially 
prepared and instrumented sand beds.  This project represents initial steps in establishing AFRL 
in-house capability for the research and fundamental understanding of high-rate particulate 
mechanics response at the localized, state response.  The ability to quantify and characterize the 
localization and statistically diverse conditions of dynamic particulate reactions are critical to 
follow-on research of meso-scale modeling and future, high-fidelity predictive simulation 
capabilities. 

The project had significant leveraging by several AFOSR & AFRL-sponsored collaborations: 
AORD sponsored research at Osaka, Tohoku and Tsukuba Universities, Japan; Section 219 
funded Senior Mechanical Design Student Project by FAMU/FSU College of Engineering, and 
AFOSR’s Summer Faculty Fellowship Program funding to Prof. Ibrahim Tansel, Florida 
International University.  

2.0  INTRODUCTION 
This three (3) year effort was successful in producing a state-of-the art capability, resulting in the 
development and implementation of the following:   A unique horizontal/vertical precision-
ballistics gun system, multiple wave mechanics diagnostics, and two experimental configurations 
were developed and employed in this research.  The diagnostics developed and implemented 
include a redundant induction-coil system, B-dot (rate change of magnetic field) sensor coils and 
analysis system for dynamic 5DOF state measurement, a network of flush-mounted surface 
pressure gages (initial size of  6.35 mm, final size  1.26 mm), fiber optic break wires, colored 
particulate mechanics layering method, chemical fixing/sectioning of target, and Scanning 
Electron Microscope (SEM) particle analysis techniques.  The two experimental configurations 
include: 1. High aspect ratio cylindrical target, 2. Low aspect ratio “Papa Bear” type target.    

This final report captures the progress and research activities for the last year of the three year 
effort, while the research of the first two years are found in published works referenced and 
described in the Background Section below. 

3.0  BACKGROUND 

 Year 1: The first year had two main thrusts; the first was physical construction of a PMMD 
gun launch capability with instrumented chamber to accept a suite of diagnostics.  The second 
was experimental efforts with international collaborations via Windows on Science.  The effort 
was captured in the AFRL Technical Report, AFRL-RW-EG-TR-2012-040.   

Right-circular (  15 mm x 26 mm) projectiles were fired vertically-downward (150-720 
m/s) into acrylic containers ( 80-190 mm) containing quartz Eglin sand.  Decreasing container 
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size increased projectile drag and decreased total penetration depth.  Thus, the container is 
within the projectile’s event horizon for at least a portion of penetration path length and some 
mechanism(s) exists for communication between projectile and container.  It was observed that 
projectile penetration depth is a function of container size when projectiles impact PM in 
cylindrical containers.  Increasing the container size increases the penetration depth, suggesting 
a feedback mechanism between the container and projectile.  Prior research suggests that the 
PM between the projectile and the container wall is composed of crushed PM (ahead of & 
adjacent to high-speed projectiles), compacted PM (either due to mechanical compaction prior 
to the experiment or due to dynamic compaction during the experiment), and as-poured PM.  
The highly-densified crushed PM is limited to a region within 1.5 projectile diameters of the 
shot line.  Thus, some mechanism must be responsible for communicating stresses between the 
projectile (and crushed media) and larger containers. 
 It is proposed, in concurrence with previous researchers, that such stresses are 
communicated by stress chains.   Previous stress chain definitions have been offered as a means 
to diagnose and understand the stress-carrying structure of the PM fabric.   A further definition 
is therefore proposed to account for “communication chains” composed of multiple chain 
segments.  Such communication chains are distinguished by the ability of the stress at one point 
or grain to influence the stress level at a remote point along the same communication chain. 
 Three analytical models were presented which indicate how stresses might be propagated 
along chains in frictionless PM, PM with friction at the confining forces, and PM with friction 
at inter-grain interfaces (i.e. between grains in the chain of interest). In practice, each 
communication chains is likely to encounter a combination of these idealized conditions along 
their length, but this analysis helps decompose the problem and bound the limiting conditions 
for various PM types.  
 Year 1.5: This period concentrated on specific diagnostics to begin the quantification of 
the response to particulate beds being dynamically deformed and intruded by rigid body 
penetrators. This period of the effort studied the use of redundant induction coil gauges to 
reduce state estimation uncertainties for moving Lagrangian points (LPs); e.g. discrete points, 
moving interfaces, projectiles, etc.  The technique embeds a small, high-strength magnet at the 
LP and simultaneously tracks the magnet continuously with five (5) or more induction coils 
along a single axis of motion.  A calibrated coil gauge model is presented as a function of LP 
position and velocity.  The optimized LP state (position and velocity) estimate based upon 
redundant LP observations allows direct solution for LP velocity; requiring only one 
differentiation step to obtain acceleration.  A specific experimental implementation (Particulate 
Materials Meso-scale Diagnostics system) is simulated to evaluate and minimize the expected 
state estimation errors.  Induction coil signals with various levels of noise are simulated based 
upon a prescribed LP state variation with time.  The state optimization algorithm attempts to 
recover the truth state values.  Worst-case position estimation errors of ±0.3mm and velocity 
estimation errors of ±0.46 m/s are determined for LPs travelling 0-1,000 m/s at realistic in-lab 
data noise levels. 

 Year 2: The second year of research, studied the use of an inverse optimization method to 
extract statistically-distributed grain/meso-scale material property parameters (e.g. Weibull 
shape parameter used to express the grains’ fracture strength) from spatially-integrated Kolsky 
(Split Hopkinson) Pressure Bar data.  The compaction of particulate material samples is 
simulated with specified grain-scale material properties to create standard axial stress-
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engineering strain plots.  These data plots are then analyzed to determine the statistically-
distributed grain/meso-scale fracture strength properties.  An iterative optimization approach is 
used to converge upon the most-likely material property parameters for comparison with initial 
simulation values.  General stress-strain trends are illustrated as a function of meso-scale 
properties like variability in particle size and fracture strength and the strengthening effect of 
crushed nearest-neighbor grains.  The complete effort is documented in AFRL-RW-EG-TR-
2013-063, “Estimating Statistically-Distributed Grain-Scale Material Properties from Bulk-
Scale Experiments”. 

Year 3: The final year consisted exclusively on advanced diagnostics for the remote 
sensing of in situ dynamic state of projectiles as affected by the particulate material response.  
A networked system of induction coils was implemented on small-scale gun-launched projectile 
experiments.  The effort included three components; analytical modeling and representation, 
experimental implementation and measurements, and optimization for maximizing fidelity of 
the method and verifying dynamical states.   The magnetic tracking diagnostic is based on 
remotely sensing voltages that a moving, permanently magnetized projectile induces on array of 
sensing coils.  The voltage time history of many coils are recorded digitally as the projectile 
(scaled penetrator) passes through a sand target.  These voltages, together with the precise 
locations and orientations of each of the sensing coils are used to infer the track of the projectile 
through the sensor sand target.  A conference paper was presented in Oct. 2013 in (Jamison, 
Keith, K.Kennison, and B.Martin, “Development of a Diagnostic Technique to Track 
Magnetized Projectiles in Opaque Meda) that provided the crux of data for optimization.  The 
abstract is given:  

A new diagnostic method to record the trajectory and orientation of a 
magnetized projectile traveling through opaque media has been developed.  An 
array of magnetic field sensing coils placed around the projectile flight path 
produces raw voltage data that, upon analysis, yields the trajectory of the 
projectile.  This paper discusses the theory of operation of the diagnostic, 
presents the analysis used to convert voltage signals to trajectory information, 
gives design details of the sensor array, and describes a commissioning test.  In 
this commissioning test, a projectile launched from a 50-mm gun fully penetrated 
a 35 inch long, right circular cylinder filled with sand.  Data from 30 sensing 
coils were recorded and analyzed to find the trajectory and orientation of the 
projectile from well before it impacted the opaque material until well after target 
exit.  To test the validity of the method high-speed digital video cameras 
recorded the penetrator’s entry and exit from the sand target.  Trajectory and 
orientations from the magnetic tracking technique compared quite well to the 
camera observations. 
 
This task was leveraged with AFRL/RW in-house program experiments and had two 

additional external efforts:  
A Section 219 funded, Senior Mechanical Design project by FAMU/FSU College of 
Engineering students called “Tracking Projectiles in Optically Opaque Media”. 
Summer Faculty Fellowship Program (SFFP), Prof. Ibrahim Tansel, Florida 
International University, “Investigation of the Performance of Magnetic Monitoring 
System When the State of a Projectile is Estimated from the Voltages of Multiple 
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Coils”. 
The year concluded with an extensive analysis of the gun-launched projectiles into sand 

media at velocities exceeding 2500 ft/s and a network of the inductive sensing coils being used 
to estimate state properties.  MATLAB software package was the primary tool to take the 
sensing coil data and develop optimized number, size, location and optimization routines.  The 
optimization effort is described within this report, with the primary contributions being from 
Prof. Ibrahim Tansel, under the SFFP program. 

4.0  MAGNETIC SENSOR METHOD 
A magnetic sensor method was developed to monitor the location and orientation of magnetic 
projectiles.  The location and the magnetic fields were estimated by using polynomial models 
which represented the entire motion.  The orientation of the projectile was estimated from the 
calculated field strength values.  Two new tracking methods were proposed to estimate the 
location and magnetic fields of a magnetic projectile for each sampling instead of the entire 
motion.  Performances of various optimization and curve fitting algorithms of the Matlab were 
evaluated on the simulated data with the proposed tracking algorithms.  Optimum magnetic 
sensor configuration and the best optimization method were also determined with synthetic data.  
The performance of the tracking algorithm which integrates the coil voltages to obtain the B-
field values, and estimates the location and field strength from them was found the most reliable 
approach.  Optimizations were performed with the Nelder-Mead simplex and nonlinear search 
algorithms and the estimations of the routine with smallest sum of the squares were used.  The 
results indicated that the proposed tracking method and selected optimization algorithms are very 
promising for estimation of the position and orientation of the magnetic projectile. 

5.0  PROCEDURE OF REMOTE MAGNETIC SENSOR 
Information about the penetration characteristics of an object into a material is essential for many 
engineering and military applications.  The difficulty of the experimental data collection depends 
on the speed of the projectile and transparency of the target.  Various methods have been 
developed with this purpose.  However, more accurate, cheaper and convenient methods are in 
demand.  In this study, the performance of a new procedure which uses the multiple magnetic 
sensors was evaluated on the simulated data. 
 
The researcher mainly used four approaches to monitor the trajectory (and orientation) of 
projectiles previously [1].  The first approach used optical and visual methods [2-6].  These 
methods are very effective while the projectile move in a transparent media such as air.  The cost 
of the equipment depends on the desired resolution and speed of the monitored projectile.  The 
information vanishes as soon as the projectile gets into an opaque material.  Use of the make or 
break screens [7-11] was the second approach.  The presence of the projectile at different points 
of the observation zone was detected by using wires or screens to estimate the trajectory and to 
calculate the speed.  However, artifacts disturbing the media such as sand particles leading the 
projectile may reduce the accuracy of the collected data.  The third approach was collection of 
data with X-ray heads and ground-penetrating radar [10-13].  This approach is capable to 
monitor the projectile while it is moving in a solid object.  However, these instruments are 
expensive, their sampling frequency may not be fast enough to collect data for fast projectiles 
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and data cannot be collected if the target is wider than certain limits. The fourth approach is 
using induction coils [13-15].  A magnet was attached to the projectile and the voltages of the 
induction coils were monitored while it went through them.  The authors showed that the data of 
multiple induction coils may be used to pinpoint the location with 0.002 m average absolute 
estimation error when the voltages of highest 5 or more coils were used as long as the external 
noise stayed below 1% of the coil voltage range. 
 
In this report the following topics will be discussed: 

• The theoretical background 
• Simulation of the coil voltages 
• Tracking the position and field strengths of a magnetic projectile from coil voltages 

collected simultaneously at the same time (each sampling) 
• Results of the tracking from the simulated and experimental data for determination of the 

following issues: 
– Performances of two tracking methods and effective optimization algorithm(s) 
– Performance of the experimental setups with 6, 8, 10 and 12 magnetic sensors 
– Performance of the selected tracking method and optimization algorithm 

combination on the simulated, noisy and experimental data 
 
 

5.1  Theoretical Background 
 
In this section modeling the magnetic coils, modeling the motion, calculation of the orientation 
of the trajectory of a projectile and selected curve fitting approaches are outlined. 
 

5.1.1 Modeling the voltage generation at an induction coil with the motion of a dipole: 
 
The voltages of the coils of the magnetic sensors were calculated in the following manner.  The 
induction field of the permanent magnet was calculated first calculated by assuming it to be a 
simple dipole field.  The induction field   was calculated with the following equation: 
 

  (1)
   
By considering the strength of the dipole (m), the position vector ( ) and the permittivity ( ) of 
the space the following expression was used to calculate the vector potential: 
 

  (2)  
   
The induction field of the dipole is calculated with the following equation at any point: 
 

 (3) 
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The components of the  may be represented by the S based on the following relationship: 
 

  (4) 
 
The components of the induction field are calculated by the following when the S term is put into 
the induction field expression: 
 

  (5) 
 

  (6) 
 

  (7) 
 
The voltage output of a coil which is located in the above induction field is calculated with the 
following expression. 
 

  (8) 
 
where the n and A are the number of turns and coil area, respectively. 

5.1.2  Modeling the trajectory of a projectile: 
 
To model the trajectory of a projectile two approaches may be used. A simplified method is to 
represent the components of the trajectory of the magnet with the following polynomial 
expressions: 
 

Figure 1. The Dipole and Induction Field at the Origin 
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  (9) 
 

  (10) 
 

  (11) 
 
The components of the dipole were also estimated with the similar expressions: 
 

  (12) 
 

  (13) 
 

  (14) 
 
The above 6 equations may represent the trajectory and the orientation of the dipole.  The 30 
parameters of the 6 equations may be calculated by using the Chi-square minimization method.  
The sampled voltages of all the coils were used for estimation of the parameters. 
 
In this study, the X(t), Y(y),Z(t), mx(t), my(t), and mz(t) were estimated for each sampling without 
considering any expression.  This approach is very flexible and theoretically represent any 
motion.  On the other hand it is sensitive the noise. 
 

5.1.3  Calculation of the orientation of the projectile: 
  
The orientation of the dipole was calculated from the components of the dipole fields with the 
following expressions: 
 
The up/down attitude, 

  (15) 
 
The left/right attitude, 

  (16) 
 
Pitch, 

  (17) 
 
Yaw, 

  (18) 
 
Angle of obliquity, 
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  (19) 

 
Angle of attack, 

 (20) 

 
 

5.1.4  The Nelder-Mead simplex algorithm: 
 
In this study, the Matlab’s “fminsearch” function was used for estimation of the parameters.    
The “fminsearch“ function calculates the parameter by using the Nelder-Mead simplex algorithm 
[16,17].  The algorithm works without any differentiations.  The objective function is minimized 
with an iterative process.  The iterative process creates N+1 vertex for N dimensions.  The steps 
of the algorithm are order, reflect, expand, contract and shrink the parameters.  This algorithm is 
not the best choice for this application since the boundaries are known.  There are other 
procedures which minimize the objective function much better.  However, in the study Nelder-
Mead algorithm was selected after the speed, accuracy, reliability and robustness (under the 
noisy conditions) of several algorithms were compared since it compromised all these criteria. 
 
 

5.2  Experimental Set-up 
 
The optimization process of this paper is to represent and help refine the design of a physical 
system employed at the Air Force Research Laboratory, Munitions Directorate.  A 50-mm 
diameter, smooth-bore powder gun is used at the Advanced Warheads Experimentation Facility 
(AWEF) for research of high velocity, rigid-body penetration events.  The analytic model and 
optimization method was specifically designed to represent this physical system of the AWEF.  
Physical dimensions, magnetic field strengths, and limits (min/max) of the sensor coil network 
were dictated by that available at the AWEF.  The projectiles were magnetized by holding it in a 
strong magnetic field.  A 20 AWG magnet wire with 1,300 turns was used to magnetize the 
projectile.  A 10,000 μF capacitor was charged to 280 V.  Later it was discharged to create a 
strong magnetic field to magnetize the steel projectile. This process and setup were then the 
starting conditions for the sensor capability, according to the generalized previously given, Eq. 
(8).  Experimental data was collected while the projectile moved among 8 magnetic sensors.  
Each magnetic sensor had 3 coils.   
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5.3  Simulation Study 
 
In this study, the voltages of the coils of the magnetic sensors were simulated while the projectile 
moved between 6, 8, 10 and 12 magnetic sensors.  The locations of the magnetic sensors at the 
considered cases are presented in Fig.2. - Fig.5. 
 

 

Figure 2. Configuration of Six Magnetic Sensors for Monitoring the Motion of the Projectile 

 
 

 

Figure 3. Configuration of Eight Magnetic Sensors for Monitoring the Motion of the Projectile 
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Figure 4.  Configuration of Ten Magnetic Sensors for Monitoring the Motion of the Projectile 

 
 

 

Figure 5.  Configuration of Twelve Magnetic Sensors for Monitoring the Motion of the Projectile 

 
The Eq.5 – 7 were used to calculate the strength of the magnetic fields.  The voltages of the coils 
were calculated from the magnetic field strength variation represented in Eq.8.  The procedure is 
presented in Fig.6. 
 

Magnetized
projectile

Multiplemagnetic sensors

Magnetized
projectile
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Figure 6. The Procedure used to Generate the Simulation Data 

 
 

5.4  Proposed Procedure for Monitoring the Motion of a Magnetic Projectile  
 
Electricity is generated when a magnet moves around a properly designed coil.  The simulated 
voltages of the coils were used to estimate the projectile location and the orientation.  Two main 
methods were used.  The first method used polynomials to represent the location and field 
strength.  A single fourth order polynomial curve was fit for the entire data set.  Thirty (30) 
parameters of six (6) equations corresponding to the displacement and field strength equations 
were estimated once.  The second method made curve fitting for each simultaneously collected 
coil voltage data and estimated the location and field strength for each sampling.  Furthermore, 
two approaches were developed for implementation of the second method.  One of them 
estimated position and field strengths from the voltages of all the coils collected at each sampling 
after the B-field values were calculated.  The other approach used the voltages taken at two 
samplings directly without calculating the B-field values first. 
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Polynomial modeling of entire motion:  this method used the data of all coils acquired during the 
entire experiment.  First the B-field values were calculated by integrating the voltages.  The 
entire motion of the projectile was represented by 6 equations with 5 parameters in each one of 
them.  These equations are given in Eqs.  9-14.  Chi-squared method was used for estimation of 
the parameters.  This approach is robust against to noise but do not have the flexibility to identify 
the sudden changes at the trajectory or orientation.  The entry and exit information of the 
projectile into a target can be obtained accurately if there are no sudden changes – an important 
consideration and also limitation. 
 
Tracking after B-field values are calculated:  The voltages of the coils of the entire data were 
individually integrated to obtain the B-field values.  Later, the position and field strength values 
were estimated from the B-field values collected at each sampling.  The number of estimations 
was equal to the number of measured voltages for each coil.  The procedure is outlined in Fig.7 
and Fig.8 when 6 and 8 magnetic sensors were used.  The number of coils increased to 30 and 36 
when 10 and 12 coils were simulated or used in the experiments. 
 
 

 

Figure 7. Proposed Procedure for Estimation of the Trajectory and Orientation of the Projectile 

 
Tracking directly from the measured voltages:  The position and magnetic strength values were 
estimated from the measured voltages directly for each sampling.  In this case, to estimate the 
voltages, the change of the position and field strength were necessary.  The program estimated 
location and field strength at three consecutive samplings.  In addition to the location and field 
strengths, the rates of these parameters were estimated to calculate the previous and following 
locations and field strengths.  The optimization program calculated the voltages at two 
consecutive samplings with the estimated parameters and compared with the available data.  The 
parameter estimations were repeated until a good match was obtained between the estimations 
and the data.  Total 12 parameters were estimated.  This approach is outlined in Fig. 9. 
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Figure 8. Proposed Procedure for Estimation of the Position and Orientation 

 
 
 
 

 

Figure 9. Proposed Procedure for Estimation of the Position, Field Strength and their Rates to 
Avoid B-field Estimations 
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6.0  RESULTS AND DISCUSSIONS 
In this section the following topics will be discussed: 

– Performance of two tracking approaches which estimated 6 and 12 parameters  
– Effect of number and location of the magnetic sensors on the estimations 
– Evaluation of the performances of different optimization algorithms and selection 

of the best procedure for estimation of the parameters  
– Performance of the best approach (fminsearch + nlinfit) on simulated data 
– Performance of the best approach (fminsearch + nlinfit) on experimental data 

 

6.1  Performance of two tracking approaches which estimated 6 and 12 
parameters

The performance of the tracking method which estimated 6 parameters after B-field values were 
calculated is demonstrated in Fig.10-12.  The position (Fig.10), field strength (Fig.11) and 
orientation (Fig.12) estimations were accurate when we used the simulated data.  
 

Figure 10. The Position Estimation with Tracking Approach after B-field Estimation 
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Figure 11. Theoretical and Estimated Vector Components of Dipole Strength   

Figure 12. Pitch and Yaw Orientation Estimation with Tracking Approach after B-field Estimation 
(positive is to the right) 
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The performance of the tracking method which estimated 12 parameters directly from the 
voltage measurements of two consecutive sampling presented in Fig.13-15.  The position 
(Fig.13), field strength (Fig.14) and orientation (Fig.15) estimations were reasonable but not as 
accurate as the first tracking method. 

Figure 13.  Position Estimation with Tracking Approach which use the Voltage Readings of Two 
Consecutive Samplings  

Figure 14.  Field Strength Est. using the Voltage Readings of Two Consecutive Samplings  
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Figure 15.  Pitch and Yaw Orientation Estimation with Tracking Approach which use the Voltage 
Readings of Ttwo Consecutive Samplings 

 

Based on the results, the tracking method which estimated 6 parameters from the B-field values 
was selected for the analysis of experimental data. 

6.2  Effect of number and location of the magnetic sensors on the 
estimations 
The magnetic sensor configurations given in Figs. 2 to 5 were considered.  The coil voltages 
were simulated at the identical projectile motion and their accuracies were compared.  The 
configuration of 12 magnetic sensors provided too large of a set of equations to solve using the 
Matlab software and computer system available that the time.  It was considered intuitively 
“better” to use the data of the magnetic sensors which were closest to the projectile.  The 
effective monitoring volume for the tests was doubled with this arrangement.  The 10 magnetic 
sensor configuration of Fig.4 gave the minimum estimation error.  By considering simplicity and 
symmetry, the 6 and 8 magnetic sensor combinations were also studied.   The position and dipole 
strength estimations of both approaches also excelled in different categories, as seen in Fig.16 
through Fig. 21.  This data is also tabulated in Table 1 and Table 2.  Based on the results, eight 
(8) magnetic sensor configuration was found more preferable. 
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Figure 16.  Position Data and Estimates using Six (6) Magnetic Sensors 

 

Figure 17.  Dipole Strength and Estimates from using Six (6) Magnetic Sensors 
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Figure 18. Pitch and Yaw Data and Estimates of Performance with Six (6) Magnetic Sensors 

 

Figure 19.  Position Data and Estimates using Eight (8) Magnetic Sensors 
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Figure 20.  Dipole Strength and Estimates from Using Eight (8) Magnetic Sensors 

 

Figure 21. Pitch and Yaw Data and Estimates of Performance with Eight (8) Magnetic Sensors 
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Table 1.   The Position Estimation Accuracy of the Proposed Procedure for the X and Z Axes 

 

 

Table 2.   The Components of Dipole Strength along the X and Z Axes 

 

 

6.3 Evaluation of the performances of different optimization algorithms and 
selection of the best procedure for estimation of the parameters 
Different optimization and curve fitting algorithms of the Matlab toolboxes were used.  Among 
all the algorithms the “fminsearch” - Nelder-Mead simplex algorithm gave the most reliable 
results with reasonable accuracy.   
The nonlinear search (nlinfit) gave the most accurate results when it worked; however, it was not 
as reliable as the “fminsearch.”.  The algorithms of “fsolve,” simulated annealing, genetic 

Considered case 18 coils  of 6 
magnetic sensors 

24 coils  of 8 
magnetic sensors  

Position 
estimation 
accuracy  

X axis  Average  0.21 mm  0.16 mm  

Max  14.7 mm  61.6 mm  

Sum of Sq  436 mm2  3808 mm2  

Z axis  Average  0.20 mm  0.027 mm  

Max  7.4 mm  8.33 mm  

Sum of Sq  468 mm2  70 mm2  

Considered case 18 coils  of 6 
magnetic sensors  
A2 s   

24 coils  of 8 
magnetic sensors  
A2 s  

Position 
estimation 
accuracy  

X axis  Average  0.0041663  0.0020533 

Max  0.23596   0.76909 

Sum of Sq  0.13745 0.59442 

Z axis  Average  0.0028113 0.00072312 

Max  0.21612 0.067831 

Sum of Sq  0.097382 0.010275 



22 
Distribution A  

algorithm, “patternsearch,” algorithms were also used; however, they were not found reliable 
when the projectile motion was complex and/or the data was noisy.   
  
Based on the results, the best approach was found using the “fminsearch” - Nelder-Mead simplex 
algorithm to make the initial estimations for 6 parameters (location and field strength).  Later, 
these parameters were given to the “nlinfit” – nonlinear search algorithm to improve the accuracy 
of the estimations.  However, when we worked with the noisy and experimental data the 
estimations of the nonlinear search algorithm was worse than the “fminsearch” algorithm.  So, 
the developed program compared the sum of the squares of the estimation of the “fminsearch” 
and “nlinfit” for each sampling and reported the estimated parameters of the one which has the 
lowest sum of the squares.  This algorithm is presented in Fig.22. 
 
 

Figure 22.  Procedure for Estimation of Location and Estimation of a Moving Magnetic Projectile 

 

6.3.1  Performance of the best approach (fminsearch + nlinfit) on simulated data: 
 
The performance of the proposed algorithm in Fig.22 was evaluated on the simulated data when 
the projectile made complex and very quick maneuvers.  The “fminsearch” made the initial 
estimations, the nlinfit drastically improved them (Fig.23).  The algorithm reported the result of 
the “nlinfit” each case (Fig.23).  The average absolute position error was 0.074238 mm (Fig.24).  
The field strength (Fig.25), attitude (Fig.26), and Pitch/yaw (Fig.27) estimation accuracies were 
also excellent. 
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Figure 23.  The Sum of the Squares of the Error of “fminsearch” and “nlinfit” Algorithms (top),  
The Reported Parameters were the Estimations of the “nlinfit” in each case (bottom) 

Figure 24.  Location Estimation Accuracy of the Proposed Method 

0 100 200 300 400 500 600 700 800
10

-50

10
0

Sampling

S
um

 o
f s

qu
ar

e 
of

 e
st

im
at

io
n Sum of square of error (fval)

fminsearch
nonlin

0 100 200 300 400 500 600 700 800
1

1.5

2

2.5

3

Sampling

S
el

ec
tio

n

PARAMETERS OF 1=FMINSEARCH 2=NLINFIT

0 0.005 0.01 0.015 0.02
-4

-3

-2

-1

0

1

2

3

4

Time (sec)

P
os

iti
on

 (m
)

x
y
z
x Est
y Est
z Est
Fnt Sens
Rear Sens



24 
Distribution A  

Figure 25.  The Dipole Strength Estimation Accuracy of the Proposed Method 

 

Figure 26.  The Up/Down and Left/Right Attitude Estimation Accuracy of the Proposed Method 
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Figure 27.  The Pitch and Yaw Estimation Accuracy of the Proposed Method 

 
The performance of the proposed method suffered when 0.1% noise was added to the simulated 
coil voltages.  The proposed algorithm in Fig. 22 preferred the parameter estimations of the 
“fminsearch” since the “nlinfit” did not have better sum of the square values (Fig. 28) in almost 
every case.  The position (Fig. 29), field strength (Fig.3 0), attitude (Fig. 31) and pitch/yaw 
(Fig.32 and 33) estimations were reasonable test volume surrounded by the magnetic sensors but 
not as good as the no-noise case (Figs. 24-27).  Even though, the estimations fluctuated when the 
projectile moved very fast, the entry and exit estimations (Fig. 33) were very consistent and 
acceptable at many applications. 

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016
-100

-50

0

50

100

150

Time (sec)

P
itc

h 
Y

aw
 (d

eg
re

es
)

Pitch
Yaw
Pitch Est.
Yaw Est.
Fnt Sens
Rear Sens



26 
Distribution A  

Figure 28.  Sum of the Squares of the “fminsearch” Algorithm

Figure 29.  The Position Estimation Performance of the Proposed Algorithm for Noisy Data 
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Figure 30.  The Field Strength Estimation Performance of the Proposed Algorithm for Noisy Data 

 

Figure 31. The Up/Down and Left/Right Attitude Estimation Performance of the Proposed 
Algorithm for Noisy Data 
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Figure 32.  The Pitch and Yaw Estimation Performance of the Proposed Algorithm for Noisy Data  

 

Figure 33.  Close up of Pitch and Yaw Estimation Performance of the Proposed Algorithm 
Between the Sensors  
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6.3.2  Performance of the best approach (fminsearch + nlinfit) on experimental data: 
 
The proposed algorithm in Fig.23 selected the parameter estimations of the “fminsearch” 
algorithm after it compared the sum of the squares of both approaches.  Briefly, all the 
experimental data was analyzed by using the “fminsearch” algorithm.  For the experimental data 
the performances of the polynomial model, estimations of the “fminsearch” algorithm and the 
results of the analysis from the images of the high speed cameras were compared.  The position 
estimations (Fig.34) of all the methods were very consistent.  The field strength estimations of 
the polynomial model and “fminsearch” were also very close to each other and had the same 
trend (Fig.35).  Similarly, the attitudes (Fig.36) and pitch/yaw (Fig.37) plots of three approaches 
gave similar results. 
 
 

Figure 34. Position Estimations with “fminsearch” (pt-pt), Polynomial Model (model) and Data 
from High Speed Camera (cam) 
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Figure 35. Field Strength Estimation with “fminsearch” (pt-pt), and Polynomial Model (model). 

 

Figure 36.  Up/Down and Left/Right Attitude Estimations with “fminsearch” (pt-pt), Polynomial 
Model (model) and Camera (cam) (Positive is up and to the right) 

-1 -0.5 0 0.5 1 1.5 2

x 10-3

-6

-4

-2

0

2

4

6

8

10

Time (sec)

D
ip

ol
e 

S
tre

ng
th

 (A
2 s)

y p ( p )

Mx pt-pt

My pt-pt

Mz pt-pt

Mx model

My model

Mz model

-1 -0.5 0 0.5 1 1.5 2

x 10-3

-50

-40

-30

-20

-10

0

10

20

Time (sec)

U
p/

D
ow

n 
an

d 
Le

ft/
R

ig
ht

 A
tti

t. 
(d

eg
.)

Vert-pnt
Hor-pnt
Vert-mod
Hor-mod
Vert-cam
Hor-cam



31 
Distribution A  

Figure 37. Pitch and Yaw Estimations with “fminsearch” (pt-pt), Polynomial Model (model) and 
Camera (cam) 

 

7.0  CONCLUSION 
In this study, two new tracking approaches were proposed, and the performance of the Matlab’s 
curve fitting and optimization algorithms were evaluated.  In addition, 4 different sensor 
configurations were considered and their performances were compared.   

The developed magnetic sensor method at the Munitions Directorate, AWEF, was found very 
promising.  The experimental setup was very well planned and data were very clean.  Tracking 6 
variables, continuously is a very challenging task.  
 
One of the tracking approaches calculated the B-field by integrating the measured coil voltages 
and estimated 6 parameters.  This approach was found more reliable.  The second approach 
estimated the location, orientation and their rates.  The number of estimated parameters and 
number of equations were doubled.  The voltage readings of two consecutive samplings were 
used for estimation of 12 parameters.  The estimations were very good when the motion was 
smooth; however, the first method was more reliable when the projectile changed the direction 
quickly. 
 
Four different sensor configurations were evaluated.  Eight sensors located at the corners of the 
observation space were found the best approach based on convenience and accuracy.  The 
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estimation accuracy was the best when ten sensors were used.  The six sensor configuration also 
worked well; however, eight sensor configurations was slightly better.  The results suggested 
using only the data of some sensors according to the location of the projectile when twelve 
sensors are used. 
 
Nelder-Mead algorithm “fminsearch”  +  nonlinear curve fitting “nlinfit” combination was found 
as the best approach for implementation of the proposed tracking method.  “fminsearch”  
estimated the initial values of the parameters.  The “nlinfit” improved these estimations.  Since, 
the “nlinfit” did not improve the estimations in some cases; the proposed algorithm evaluated the 
sum of the squares of both algorithms and used the estimations of the one which has the lower 
sum of the squares.  This algorithm worked very well on the simulated data and a very complex 
motion of a magnetic projectile was followed with the average absolute positional error was 
better than 0.08millimeter.  Addition of noise to the simulated coil data reduced the accuracy of 
the estimations. 
 
The performance of the selected tracking approach which estimated six parameters after 
integrating the voltage readings to obtain the B-field values was evaluated on the experimental 
data.  The results of the polynomial model, proposed approach and results of the analysis of the 
images of the high speed cameras agreed for most of the experimental cases. 

8.0  FUTURE WORK 
The experimental configuration discussed in this paper is convenient for the experimental 
conditions where the impactor does not stray from the shot line and does not rotate.  In theory, it 
is possible to extend this approach to include multi-axis motion and impactor rotation.  The same 
optimization approach would apply, but the gauge models would be much more complicated and 
ought to be derived from simulations which accurately predict the magnetic flux as a function of 
position, motion, and rotation.  Such simulations were performed in preparation for the current 
work.  Based upon these simulations it was decided to initially implement a single-axis system 
without rotation.  Among the lessons learned from these simulations are that the gauge size is 
very important.  Smaller gauges are less sensitive because they integrate the changes in magnetic 
flux over smaller volumes.  On the other hand, the gauge models are simpler for smaller gauges.  
Based upon these findings it is speculated that a multi-axis system might benefit by changing 
from induction coil gauges to other small, rapid-response magnetic field strength gauges.  
However, this approach has tradeoffs as well.  At least 5 gauges would have to observe the 
impactor at any point to estimate X, Y, Z position and pitch and yaw.  Thus, the total number of 
gauges would be large.  Also, the other gauges may or may not be dependent upon the impactor 
velocity.  If so, the gauge model becomes much more complicated as the velocity dependence 
must be incorporated as a function of the velocity vector orientation relative to the gauge.  
Perhaps more importantly, the velocity dependence is critical to the ability to estimate the 
impactor state – including both position and velocity – and allow only a single differentiation to 
obtain impactor acceleration. 
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